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Figure 1. Open-vocabulary and zero-shot referring expression segmentation with RESAnything. Our method produces accurate
object or part masks from general- and free-form text expressions including, from left to right: object or part semantic label, material/style
properties, function/design descriptions, or logos and packaging labels in textual or other graphical in an image. For visualization purposes,
we overlay segmentation regions with red color in each example.

Abstract

We present an open-vocabulary and zero-shot method for
arbitrary referring expression segmentation (RES), target-
ing more general input expressions than those handled
by prior works. Specifically, our inputs encompass both
object- and part-level labels as well as implicit refer-
ences pointing to properties or qualities of object/part func-
tion, design, style, material, etc. Our model, coined RE-
SAnything, leverages Chain-of-Thoughts (CoT) reasoning,
where the key idea is attribute prompting. We generate de-
tailed descriptions of object/part attributes including shape,
color, and location for potential segment proposals through
systematic prompting of a large language model (LLM),
where the proposals are produced by a foundational image
segmentation model. Our approach encourages deep rea-
soning about object/part attributes related to function, style,
design, etc., to handle implicit queries without any part
annotations for training or fine-tuning. As the first zero-
shot and LLM-based RES method, RESAnything achieves
superior performance among zero-shot methods on tradi-
tional RES benchmarks and significantly outperforms ex-
isting methods on challenging scenarios involving implicit

queries and complex part-level relations. We contribute a
new benchmark dataset of ∼3K carefully curated RES in-
stances to assess part-level, arbitrary RES solutions.

1. Introduction
With rapid developments in Large Multimodal Models
(LMMs), visual perception systems have evolved signif-
icantly, demonstrating remarkable capabilities in bridging
vision and language tasks [15, 20, 29, 35]. Recent advance-
ments in LMMs have enabled sophisticated understanding
of visual content, from object detection to semantic seg-
mentation [5, 9, 42]. One of the emerging segmentation
tasks that has drawn a great deal of attention lately is the
so-called Referring Expression Segmentation (RES) which
aims at obtaining a segmentation mask in an image or video
that represents an object instance referred to by a natural
language expression [11, 18, 24, 32, 57, 60, 71, 75, 77].

Despite much progress made on RES, two common lim-
itations are often observed. First, while existing approaches
excel at identifying and segmenting objects as whole en-
tities, they often fall short when the input expressions re-
fer to specific object parts. Such situations arise frequently
in applications such as eCommerce, where sellers and buy-
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Figure 2. Overview of RESAnything: a two-stage framework
for zero-shot arbitrary RES. The attribute prompting stage gener-
ates reference and candidate texts from input image and referring
expression using SAM-generated proposals and an MLLM. The
mask proposal selection stage leverages MLLM and CLIP to eval-
uate both candidates and proposals and produce the final response.

ers often promote or review product features referring to
specific parts, and in robotics, human-computer interaction,
and automated systems, where agents must interact with ob-
ject parts. Second, most works to date on RES have fo-
cused on referring expressions that contain semantic labels
in one way or another. Even the so-called generalized RES
(GRES) [32] only extends the expression coverage to an ar-
bitrary number of (including zero) target objects, with la-
bels. On the other hand, object/part references are often im-
plicit, without semantic labels. Such expressions can refer
to properties or qualities related to object/part function, de-
sign, style, material, or they may appear in textual or other
graphical forms as a logo or packaging label; see Fig. 1 for
some samples expressions and segmentations.

In this paper, we present an open-vocabulary and zero-
shot RES method to address both limitations. For lack of a
better term, we call our task arbitrary referring segmenta-
tion and our model as RESAnything. Our goal is to allow
input expressions to be more general than what prior works
have been designed to handle, while solving our problem
without any training or fine-tuning on specialized datasets.
To this end, we leverage the generalization and zero-shot ca-
pabilities of modern-day foundational models such as Pix-
tral [4] and Claude [1] as Large Language Models (LLMs
and SAM [25] for image segmentation. However, solv-
ing the arbitrary RES task demands a deeper understand-
ing of object and part properties, moving beyond traditional
object-level and label-centric referencing to more nuanced
reasoning for part- and attribute-level perception.

There have been recent works [26, 27, 45] on reasoning-
based segmentation through active LLM querying. An
implicit query text, such as “the object containing the
most Vitamin C,” is first analyzed by a text LLM and
then referenced to the “orange” object in the provided im-
age. Nonetheless, such methods often fall short when the
implicit connections between object/part properties (e.g.,
functional or stylistic ones) and their visual manifesta-
tions are cascadedly hidden. Even advanced LLMs, with

their sophisticated reasoning capability, struggle to ground
their understanding without explicit supervision at the part
or attribute level. Additionally, existing methods, e.g.,
LISA [26], typically rely on fine-tuning on specially pre-
pared or curated datasets — they are not zero-shot.

Our model for arbitrary RES is training-free. It leverages
Chain-of-Thoughts (CoT) for comprehensive part-level un-
derstanding. Our key idea is attribute prompting, which
generates detailed descriptions of object/part attributes in-
cluding shape, color, and location for potential segment pro-
posals through systematic prompting of LLMs [1, 4], where
the proposals are produced by a foundational image seg-
mentation model such as SAM [25]. Our approach encour-
ages deep reasoning about object/part attributes related to
function, style, design, etc., enabling the system to handle
implicit queries without any part annotations for training or
fine-tuning. By bridging abstract descriptions with concrete
visual attributes through a two-stage evaluation framework
(attribute prompting + grouping and selection of segment
proposals), as illustrated in Fig. 2, RESAnything achieves
robust performance on both traditional referring expressions
and challenging implicit queries for arbitrary RES.

In summary, our contributions are as follows:
• The first zero-shot and LLM-based open-vocabulary RES

method, targeting input expressions that are more general
than those addressed by prior works.

• The novel idea of attribute prompting, as a means for
Chain-of-Thoughts (CoT) reasoning, to achieve SOTA
performance on both object- and part-level RES tasks.

• A new dataset, ABO-Image-ARES, built upon ABO [13],
offering carefully curated RES instances as a benchmark
to assess part-level, arbitrary RES solutions.
Our dataset consists of 2,989 expression-segment pairs:
1,360 with object/part semantic labels, 742 depicting lo-
gos/packaging labels, 502 referring to functions/designs,
and finally, 385 covering material/style properties.

We demonstrate by extensive experiments that RESAny-
thing achieves superior performance among zero-shot meth-
ods on traditional RES benchmarks such as RefCOCO, Ref-
COCO+ [76], RefCOCOg [39, 41]. Our method also signif-
icantly outperforms existing methods on the recent reason-
ing segmentation dataset ReasonSeg [26], as well as RES
tasks in challenging scenarios involving implicit queries and
complex part-level relationships such as those from ABO-
Image-ARES. With its zero-shot capabilities, the most im-
portant practical advantage of our method lies in the im-
proved scalability and generalizability for real-world appli-
cations with diverse referring expressions. In contrast, cur-
rent supervised methods, e.g., LISA [26] and GLaMM [45],
require substantial training resources, with high data col-
lection and annotation costs by humans. While performing
well on vanilla RES benchmarks, they are not as scalable
and are limited to scenarios in their training data.



2. Related Work
Recently, multimodal LLMs (MLLMs) has brought the suc-
cess of LLMs to image understanding by integrating the
visual and linguistic modalities. Example state-of-the-art
proprietary models include Claude Sonnet [1], Gemini [2],
GPT-4 series [3] etc. Most existing MLLM architectures
connect a pre-trained vision encoder to the LLM decoder
with a modality connector. For example, Flamingo [5] pro-
posed the Perceiver Resample to bridge the modality gap,
with follow-up works OpenFlamingo [6] and Otter [28] par-
ticularly developed for effective in-context instruction tun-
ing. InstructBLIP [15] built upon the Querying Transformer
as in BLIP2 [30]. The LLaVA models [33, 35] and Mini-
GPT4 [87] utilized a lightweight MLP and achieved appeal-
ing performances in various MLLM benchmarks. Recent
developments include supporting high-resolution image in-
puts [34, 68, 82], optimizing model efficiency [7, 74, 85],
and constructing higher-quality datasets [10, 16].

2.1. Open-Vocabulary and RES
RES [21, 24, 41] aims to segment target image re-
gions based on textual descriptions. The core chal-
lenge lies in bridging the gap between image and lan-
guage modalities. Typically, transformer-based text en-
coders [17, 44] are employed to extract textual embed-
dings, which are then integrated into segmentation archi-
tectures through cross-attention or feature alignment [12,
50, 59, 65, 73, 83] to achieve language-aware segmenta-
tion [31, 36, 56, 57, 66, 71]. Recently, SAM [25] has in-
troduced text-guided segmentation [11, 38, 81]. For in-
stance, Grounding-SAM [47] leverages bounding boxes re-
turned by Grounding-DINO [37] to prompt SAM for mask
prediction, while Fast-SAM [84] utilizes CLIP similarity
scores [44] to select the final result from class-agnostic
masks generated by SAM. However, the majority of these
methods have been primarily designed for object-level seg-
mentation based on explicit semantic expressions.

To address a broader range of segmentation targets
and linguistic inputs beyond semantics, methods based on
MLLMs have emerged, leveraging the powerful language
understanding capabilities inherited from LLMs [9, 11, 14,
27, 42, 43, 55, 67, 75, 78–80]. One of the pioneering works
in this area is LISA [26], which enables MLLMs to segment
objects by using text embeddings from LLaVA to prompt a
SAM [25] decoder to predict masks. LISA demonstrated
promising performance on a new task called Reasoning
Segmentation, similar to our Arbitrary Referring Segmenta-
tion. While improvements over LISA have been developed
for extending it to generalized RES [63, 64] and grounded
segmentation [45, 48], fine-tuning MLLMs on fixed seg-
mentation datasets not only restricts the variety of referring
expressions but also weakens the reasoning capability of
pre-trained MLLMs. In contrast, our method operates in

a training-free manner, preserving the complete ability of
the MLLM to reason about the input images.

Some methods have demonstrated the feasibility of
adopting pre-trained foundation models for RES without
additional training [23, 52, 54, 77, 86]. MaskCLIP ob-
tains pseudo masks by modifying the last attention layer
of CLIP [86]. CaR couples CLIP and GradCAM to gen-
erate mask proposals, then employs a CLIP classifier to se-
lect the final masks, before a mask refinement [52] in post-
processing. Global-Local CLIP [77] pioneered zero-shot
RES using CLIP to extract visual features. Our approach
follows a similar design, leveraging SAM for proposal gen-
eration and MLLMs for mask selection. Although MLLMs
already exhibit superior reasoning abilities compared to
CLIP, our novel attribute promoting technique further am-
plifies their inferential capabilities for arbitrary RES.

2.2. Visual Prompting
Prompting [49] has emerged as a powerful technique for
adapting pre-trained language models to downstream appli-
cations. By incorporating additional hand-crafted instruc-
tions, prompt engineering methods effectively facilitate the
adaptation process. For instance, Chain-of-Thought (CoT)
prompting encourages models to explain their step-by-step
reasoning while answering questions [58]. Recently, visual
prompting [40, 51, 53, 70] has been proposed to enhance the
adaptation of CLIP for open-vocabulary segmentation by
overlaying ovals over segmentation targets [52]. SAM [25],
on the other hand, allows users to provide points, boxes,
masks as prompts for image segmentation, with the latest
version supporting video segmentation [46]. Visual prompt-
ing has also been applied to MLLMs [62]. Overlaying im-
age regions with bounding boxes, masks, circles, scribbles,
and numeric markers has enhanced MLLMs’ ability to per-
form region or pixel-level image understanding [8, 69, 72].

3. Method
Problem statement. Given an image I and a free-form
expression E referring to a potential target region R in I ,
RESAnything first processes the image to generate and re-
fine a set of segmentation proposals M = {m1, . . . ,mN},
from which it selects the most appropriate binary segmen-
tation mask mi representing R. The input expression E
can be either an explicit referring expression (e.g., seman-
tic label of an object/part) or an implicit expression (e.g.,
functional or material properties). For targets not directly
visible, our method handles two scenarios: a) Irrelevant
queries: indicate that the target does not exist in the image;
b) Invisible targets: infer their location through their func-
tional and spatial relationships, with explanatory reasoning.

A naive approach for applying MLLMs to solve our task
would involve prompting the MLLMs to output a score for
each segmentation proposal mi, indicating its similarity to
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Figure 3. Attribute prompting using SAM and MLLM. Given the input image and referring expression, this stage produces two groups of
predictions. The first output, a reference text T ref, is generated from an MLLM with the text prompt Qref. It describes the visual attributes
(e.g., color, shape, location) of the target region (“mesh backrest" in this example). The second group is a set of candidate texts T can

i ,
generated by an MLLM with the text prompt Qcan and visual prompts derived from segmentation mask proposals. These texts describe the
attributes of their corresponding segmentation region proposals, visualized with the same border color.

image mask cropped bounding box mask contour blur background

Figure 4. Example of different visual prompts Vi generated from
a segmentation proposal mi.

the input expression E. However, current MLLMs strug-
gle with directly connecting the text description to the im-
age region. It is possible to fine-tune a MLLM with many
paired samples of texts and mask annotations, however, as
mentioned earlier, this incurs significant computational cost
during fine-tuning and human effort for data annotation.

Overview. Instead of fine-tuning, we propose a novel ap-
proach to facilitate reasoning between text descriptions and
visual elements, by systematic “attribute prompting," which
tasks the MLLMs with generating detailed text descriptions
of visual properties including shape, color and location.
By doing so, we not only encourages the MLLMs to per-
form in depth visual reasoning around the target regions,
but also circumvents MLLMs weakness in handling image-
text pairs, by creating additional intermediate text-text pairs
that enable more robust comparison metrics.

Figure 2 provides an overview of RESAnything, which
consists two main stages: 1) an attribute prompting stage
that generates reference text for the target and candidate
texts for generated segmentation proposals (Section 3.1); 2)
a proposal selection stage that employs multiple metrics to
robustly analyze the relationship between candidate and ref-
erence texts and produce the final response (Section 3.2).

3.1. Text Generation via Attribute Prompting
To facilitate reasoning between the input expression E
and the segmentation proposals M , we first apply attribute
prompting to generate detailed text descriptions: reference

text T ref, which describes the input expression E in relation
to the image I , candidate texts T can

1...N , which describe each
of the segmentation proposals in a format similar to that
of the reference text. We apply MLLMs to generate these
texts, carefully designing the input prompts to encourage
the MLLMs to provide description that capture comprehen-
sive object properties and inter-object relationships.

Reference text generation. The reference text T ref func-
tions as an extended visual description of the input ex-
pression E, providing more concrete visual attributes for
challenging expressions such part-level semantic labels and
functionality/feature-based descriptions. We task a MLLM
to generate the reference text T ref = fMLLM(I, E | Qref),
with a carefully designed reference text prompt Qref that
instructs the MLLM to generate a single sentence with de-
tailed visual attributes, such as shape, color and location,
that describe the region R in I targeted by E. For invisible
or irrelevant targets, the T ref provides a reasoned explana-
tion of why the target cannot be localized. We provide the
full reference text prompt Qref in the supplementary. An
example is shown in the top part of the Fig 3. Given the
input “mesh backrest", the reference text describes its key
attributes: “a gray curved mesh backrest with black lining
located at the upper portion of the chair".

Candidate text generation. The candidate texts T can
1 , . . .,

T can
N describe the mask proposals m1, . . ., mN in a for-

mat similar to that of the reference text T ref. Without re-
quiring fine-tuning, our method can directly apply off-the-
shelf SOTA image segmentation methods to obtain mask
proposals. We adopt SAM [25] in this work. As SAM’s
raw outputs often contain duplicate or overlapping masks,
as well as tiny segments, we configure SAM with sampling
points at 0.015% of total image pixels and filter out seg-
ments smaller than 0.1% of the image area, preventing over-
segmentation while maintaining meaningful region propos-
als. We also filter out duplicate proposals.
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Figure 5. Multi-metric mask proposal selection using MLLM and CLIP. To select the final mask from mask proposals generated by SAM,
we introduce four metrics computed across different modalities and models to evaluate the similarity between input expression E and the
mask proposals. Specifically, the text-to-text MLLM-based binary decision dt2t and CLIP score st2t match reference text to candidate texts.
The text-to-image MLLM-based binary decision dt2i and CLIP score st2i match reference text to masked visual prompts.

Given a mask proposal mi, we generate a corresponding
candidate text T can

i = fMLLM(V 1
i , V

2
i . . . V K

i | Qcan) us-
ing an MLLM, where Qcan is the candidate text prompt that
similarly asks for visual attributes such as shape, color and
location; and V 1

i . . . V K
i are K visual prompts that provide

distinct visual representations of the mask proposal Mi. A
good visual prompt need to guide the MLLM to focus on
the mask region, without removing attribute-related infor-
mation or adding distractions. Figure 4 shows a few pos-
sible representations for visual prompts: image retains all
information of the original image, but does not cover any
mask-specific properties; mask cropped highlights the vi-
sual attributes of the masked region, but does not suggest
the location of the masked region nor its relation with other
parts of the image; in contrast, bounding box, mask contour
and blur background provides such relational and locational
information, but the bounding box outlines, the mask over-
lays, and blur background are distractions when it comes
to visual properties such as color or shape. Using multi-
ple visual prompts, intuitively, alleviate the issues of the
respective prompting representation. In practice, we find
using two visual prompts, bounding box (V b) and mask
cropped (V m), is sufficient for our purpose. This is consis-
tent with the observations of [52]. The complete candidate
text prompt Qcan is provided in the supplementary. Fig 3,
right part shows examples of generated candidate texts.

3.2. Multi-metric Mask Proposal Selection
The generated reference text and candidate texts allow us
to assess the similarity between the input expression E and

the mask proposals M much more effectively: the reference
text T ref provides more detailed information than the orig-
inal expression E, thus facilitating in depth text-to-image
comparisons; in addition, the candidate texts T can enables
an additional modality, allowing direct comparisons be-
tween two piece of texts. In this stage, we combine multiple
evaluation metrics to perform both text-to-image and text-
to-text comparisons to select the mask proposal (or none)
that matches the input expression.

Text-to-text comparison. To compare a mask proposal
mi against the input expression E, we first evaluate the sim-
ilarity between the reference text describing E, and the can-
didate text describing mi. We first use the same MLLM to
generate a binary decision dt2t

i = fMLLM(T ref, T can
i | Qt2t) ∈

{0, 1}, where Qt2t is the text-to-text comparison prompt, as
shown in the lower left corner of Figure 5. The MLLM out-
puts a yes/no binary decision, as we observed empirically
that it often struggles to output consistent scalar scores.
However, there are cases where multiple mask proposals
receive a “yes" response. To disambiguate such cases, we
further employ CLIP to generate a scalar similarity score:
st2t
i = fCLIP(T

ref, T can
i ) ∈ [0, 1]. Although CLIP is gener-

ally more error-prone (as we show in the supplementary),
its ability to output consistent scalar scores makes it well-
suited for further disambiguating among the top candidates
filtered by the binary MLLM decision.

Text-to-image comparison. While the text-to-text met-
rics already enable good candidate selection, potential er-
rors during candidate text generation could degrade their



performance. To alleviate this, we further perform text-
to-image comparisons between the reference text and the
mask cropped visual prompt V m

i . Similar to the text-to-
text comparison, we use an MLLM-generated binary de-
cision dt2i

i = fMLLM(T ref, V m
i | Qt2i) ∈ {0, 1}, followed

by a CLIP-generated scalar score st2i
i = fCLIP(T

ref, V m
i ) ∈

[0, 1], where Qt2i is the text-to-image comparison prompt as
shown in the lower right corner of Figure 5.

Grouping and selection. Given the computed metrics,
we select the mask candidate that best matches the input ex-
pression E, or return the reference text T ref if none is found.
Algorithm 1 summarizes this process.

As MLLM decisions are prioritized over CLIP sores, we
begin by checking whether any masks receive positive re-
sponses for both text-to-text and text-to-image MLLM de-
cisions. In practice, we notice that the correct candidate is
often the union of all the candidate masks that satisfy this
condition, especially in cases where a single semantic en-
tity spans multiple segments (e.g., all legs of a sofa). There-
fore, we also include the union of these masks as another
viable candidate. We then return the mask candidate with
the highest combined CLIP score (sum of st2t and st2i). If
no such masks exist, we then repeat this process, using only
the text-to-text MLLM decisions as the filter, and then using
only the text-to-image MLLM decisions as the filter.

We also prioritize text-to-text over text-to-image deci-
sions, as empirically, we find the former more reliable. As
a final verification step (lines 17-20 in Algorithm 1), when
no candidates receive positive MLLM responses, we check
if any of them has a combined CLIP score over a threshold
(set to 1 for all experiments), and return the mask with the
highest score. This threshold helps identify cases where the
target is either invisible or irrelevant to the image, in which
case we return the reference text T ref explanation that de-
scribes why the target cannot be localized.

This algorithm enables our method to handle occlusion
cases by combining parts segmentations, while also gen-
eralizing to multi-object scenarios. Additional discussions
and results are available in the supplementary materials.

4. Experiment

We use Pixtral 12B [4] as the MLLM, SAM ViT-H [25] for
generating segmentation proposals, and CLIP-ViT-B-32 for
CLIP scores. Our experiments were conducted on a server
with 8 NVIDIA 32GB V100 GPUs for parallel inference,
but the entire inference process can run effectively on just
a single NVIDIA 24GB 4090 GPU. Additional inference
time details are provided in the supplementary materials.

Public datasets. Following the most previous works on
referring segmentation [11, 26], we evaluate the perfor-
mance of RESAnything on four public benchmark datasets:

Algorithm 1 Grouping and Selection Process
1: conditions← {(True, True), (True, False), (False, True)}
2: for (t2t, t2i) in conditions do
3: if t2t and t2i then
4: C ← {mi | dt2t

i = 1 ∧ dt2i
i = 1}

5: else if t2t then
6: C ← {mi | dt2t

i = 1}
7: else if t2i then
8: C ← {mi | dt2i

i = 1}
9: if |C| = 1 then

10: return C[0]
11: else if |C| > 1 then
12: mcmb ← CombineMasks(C)
13: Compute st2t

cmb, st2i
cmb

14: return argmaxm∈{C∪mcmb}(s
m
t2t + smt2i)

15: else
16: pass
17: if maxm(st2t

m + st2i
m) < 1 then

18: return T ref

19: else
20: return argmaxm∈M (st2t

m + st2i
m)

material design function packaging label
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13-digit setting1
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1paper recycle1
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Figure 6. Examples of different expressions in ABO-Image-
ARES. Best viewed with zoom-in.

RefCOCO, RefCOCO+ [76], RefCOCOg [39, 41] and Rea-
sonSeg [26]. Being a zero-shot method, we directly evalu-
ate on the validation and test sets without any fine-tuning.

ABO-Image-ARES benchmark. To further evaluate the
capability of RESAnything in handling implicit expressions
(e.g., part-level materials, features, and functionalities), we
establish the ABO-Image-ARES benchmark for complex
reasoning segmentation tasks. We build upon the ABO
dataset, which contains product listings with rich metadata,
images, and 3D models from Amazon.com. Our benchmark
comprises 2,482 high-resolution catalog images spanning
565 product types, with 2,989 referring expressions target-
ing part-level regions that describe specific materials, fea-
tures, functionalities, or packaging elements. Fig. 6 shows
representative examples, with detailed refer extraction pro-
cedures and data annotation provided in the supplementary.

Evaluation metrics. We evaluate our method using two
standard metrics following prior works [26, 45]: general-
ized IoU (gIoU) and cumulative IOU (cIoU). gIoU com-
putes the average of per-image Intersection-over-Union
scores, while cIoU measures the ratio of cumulative inter-
section to cumulative union across all images. We report



Table 1. Quantitative results on standard RES benchmarks refCOCO/+/g, reported as cIoU values.

Method refCOCO refCOCO+ refCOCOg

val testA testB val testA testB val(U) val(G) test(U)

fully-supervised on the training set
VLT [18] 67.5 70.5 65.2 56.3 61.0 50.1 55.0 - 57.7
CRIS [57] 70.5 73.2 66.1 62.3 68.1 53.7 59.9 - 60.4
LAVT [71] 72.7 75.8 68.8 62.1 68.4 55.1 61.2 - 62.1
GRES [32] 73.8 76.5 70.2 66.0 71.0 57.7 65.0 - 66.0

pre-trained on the same task
UniRES [56] 71.2 74.8 66.0 59.9 66.7 51.4 62.3 - 63.2
LISA-7B [26] 74.9 79.1 72.3 65.1 70.8 58.1 67.9 - 70.6
GSVA [64] 77.2 78.9 73.5 65.9 69.6 59.8 72.7 - 73.3
GLaMM [45] 79.5 83.2 76.9 72.6 78.7 64.6 74.2 - 74.9
SAM4MLLM [11] 79.8 82.7 74.7 74.6 80.0 67.2 75.5 - 76.4

training-free zero-shot
GLCLIP [77] 26.2 24.9 26.6 27.8 25.6 27.8 33.5 33.6 33.7
CaR [52] 33.6 35.4 30.5 34.2 36.0 31.0 36.7 36.6 36.6
RESAnything 68.5 72.2 70.3 60.7 65.6 52.2 60.1 60.5 60.9

Table 2. Quantitative results on ReasonSeg.

Method val

gIoU cIoU

GLaMM [45] 47.4 47.2
LISA-7B-LLaVA1.5 [26] 53.6 52.3
LISA-13B-LLaVA1.5 [26] 57.7 60.3
SAM4MLLM [11] 58.4 60.4
RESAnything 74.6 72.5

Table 3. Quantitative results on ABO-Image-ARES.

Method test

gIoU cIoU

LISA-13B-LLaVA1.5 [26] 43.3 34.0
GLaMM [45] 46.2 38.7
RESAnything 78.2 72.4

gIOU for RefCOCO, RefCOCO+, and RefCOCOg, and
both metrics for ReasonSeg and ABO-Image-ARES.

4.1. Evaluation on Vanilla RES
We evaluate RESAnything on standard referring segmen-
tation benchmarks, as shown in Table 1. Our method
significantly outperforms existing zero-shot approaches,
more than doubling the performance of GLCLIP (68.5%
vs 26.2% on refCOCO val set) and achieving compara-
ble results with early supervised methods like VLT. De-
spite UniRES [56] being described as a zero-shot method,
it was pre-trained on their proposed MRES-32M dataset,
which remains unavailable to the public. Furthermore, due
to UniRES being closed source, our comparisons are lim-
ited to the accuracy figures reported in their paper. The
performance gap compared to recent supervised methods
can be attributed to our segmentation strategy with smaller
mask proposals, which faces challenges when handling
large complete objects that are common in these datasets.

Qualitative results are provided in the supplementary. Fur-
thermore, we evaluate RESAnything with competing meth-
ods on more general part-level and multi-object referring
segmentation tasks as detailed in our supplementary.

4.2. Evaluation on Reasoning Segmentation
We evaluate RESAnything on the ReasonSeg benchmark
(Table 2), where our method achieves state-of-the-art per-
formance of 74.6% gIoU and 72.5% cIoU, surpassing
LISA-13B by 17% and SAM4MLLM by 16%. Notably,
while LISA variants require fine-tuning on reasoning tasks
and GLaMM & SAM4MLLM rely on extensive train-
ing data, RESAnything achieves this superior performance
without any task-specific training, demonstrating the effec-
tiveness of leveraging MLLMs for deep reasoning. Qualita-
tive comparisons are shown in Fig 7.

ABO-Image-ARES contains more challenging referring
expressions targeting materials, features, functionalities or
package elements. On this benchmark, RESAnything
achieves 78.2% gIoU and 72.4% cIoU, significantly outper-
forming GLaMM by over 30% in both metrics, demonstrat-
ing our method’s strong capability in handling complex rea-
soning queries. Qualitative comparisons are shown in Fig 8.

4.3. Ablation Study
Visual prompts. As shown in Fig 4, we explore differ-
ent types of visual prompts for generating candidate texts
T can and performing text-to-image comparison. Table 4
compares their performance on RefCOCO test A set. The
combination of mask-cropped and bounding box prompts
achieves the best performance (72.2% gIoU), while using
mask alone yields the lowest (47.2% gIoU) as it obscures
contextual relationships. This demonstrates the importance
of preserving spatial context through bounding box while
maintaining region-specific details through mask cropping.



GLaMM LISA RESAnything GTquery

During the process of
remodeling or repairing a
room, what tool in the
picture could be used to
create holes in the walls
or ceiling?

the medium for storing
information

the supervisor

the tyre that does not
touch the ground

In a game of darts,
what part of the
dartboard should you
aim for to maximize
your points?

Figure 7. Qualitative comparisons on ReasonSeg. Our method
demonstrates superior performance in both object localization ac-
curacy (rows 1, 3, 4) and segmentation precision (rows 2, 5).

GLaMM LISA RESAnything GTquery

digital control panel

diamond texture

volume control

easy pouring

medium spice

Figure 8. Qualitative comparisons on ABO-Image-ARES. RE-
SAnything demonstrates superior generalization ability across di-
verse queries, producing more fine-grained segmentation.

Table 4. Ablation study on different visual prompts.

Dataset Visual Prompts gIoU cIoUimage mask bbox contour blur

✓ 47.2 42.3
✓ ✓ 56.2 53.3
✓ ✓ 48.4 44.2

RefCOCO ✓ 43.5 39.2
test A ✓ ✓ 67.4 64.1

✓ ✓ 72.2 69.5
✓ ✓ 68.5 64.4

✓ ✓ 50.4 46.6

Table 5. Ablation study on MLLM backbone.

LLM gIoU cIoU

Pixtral 12B[4] 74.6 72.5
Claude3.5 Sonnet[1] 76.2 73.4
Qwen 2-VL[7] 74.2 72.1

Additional analysis is provided in the supplement.

MLLM backbone. To analyze the impact of varying the
MLLM backbone, we compare the performance of differ-
ent MLLMs on ReasonSeg. Table 5 summarizes the re-
sults. While Pixtral-12B is our default choice, both Qwen2-
VL and Claude 3.5 Sonnet achieve comparable or slightly
better performance (74.2-76.2% gIoU), demonstrating our
method’s robustness across different MLLMs. See supple-
mentary materials for extended analysis.

5. Conclusion, limitation, and future work
We present RESAnything, a zero-shot approach to advance
open-vocabulary RES by supporting language expressions
referring to highly general concepts. Our method comprises

two key components: a novel attribute prompting technique
to extract detailed attributes as text descriptions by syner-
gizing SAM and MLLM for CoT analysis, and a multi-
metric mask selection module based on CLIP and MLLM
to select the optimal mask from SAM proposals.

Our method demonstrates superior performance over
prior zero-shot methods on standard RES benchmarks (Re-
fCOCO/+/g). More importantly, our training-free approach
substantially outperforms existing fine-tuned MLLM meth-
ods on both ReasonSeg [26] for reasoning segmentation and
our newly augmented ABO dataset, underscoring its com-
prehensive reasoning capabilities. While RESAnything also
performs well on object-level RES, attribute prompting ex-
cels especially at part-level reasoning since the attributes
considered (color, shape, and location) tend to exhibit more
consistency over parts, than objects, that share similar func-
tions, styles, material, etc. It would be interesting to explore
other attributes for CoT or automate the prompts.

Our method has substantial room for inference efficiency
optimization in future work, particularly through RoI filter-
ing and size-based mask proposal pruning to reduce can-
didate text generation overhead. RESAnything also in-
evitably inherits limitations common to foundation model-
based approaches. Notably, SAM occasionally fails to pro-
duce the best mask candidates, potentially degrading RES
accuracy, as shown in the supplementary materials. In ad-
dition, the effectiveness of RESAnything depends on the
specific MLLMs employed. Future work could focus on im-
proving the mask proposal generation process and exploring
the integration of more advanced LLMs/MLLMs.
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RESAnything: Attribute Prompting for Arbitrary Referring Segmentation

Supplementary Material

The supplementary document provides (1) detailed anal-
ysis of limitation of current methods, including both MLLM
and CLIP in our task, in Section 6; (2) comprehensive
details of language and visual prompts used in RESAny-
thing in Section 7; (3) additional information about the con-
struction of ABO-Image-ARES in Section 8; (4) extended
quantitative results on part level and multi-object GRES
task and qualitative results, including failure cases in Sec-
tion 9 and 10, respectively.

6. Limitation of Current Methods
Our method leverages Chain-of-Thought (CoT) attribute
prompting for detailed descriptions and combines MLLMs
and CLIP as mask selector to select optimal segmentation
proposals. While this dual-model approach achieves strong
performance, it arises from the inherent limitations of both
components. In this section, we analyze the constraints of
current MLLMs and CLIP that motivate our design choices
in attribute prompting and the hybrid evaluation strategy.

6.1. Limitation of MLLM
Attribute Prompt. While MLLMs exhibit strong reason-
ing capabilities, they often fail to perform systematic CoT
reasoning without explicit prompting guidance. As shown
in Fig 9, when asked to describe the details of input expres-
sion E without specific attribute requirements, MLLMs typ-
ically generate oversimplified descriptions that fail to cap-
ture the target’s essential characteristics and details effec-
tively. Therefore, providing MLLMs with explicit attribute
requirements is essential to guide their reasoning process
effectively. RESAnything leverages this insight to gener-
ate more comprehensive and accurate descriptions, ensuring
that all necessary details of the target expression are prop-
erly captured.

Binary Response. As mentioned in our main paper, a
naive approach for applying MLLMs to solve our task
would involve prompting the MLLMs to output a score for
each segmentation proposal mi, denoting its similarity with
the input expression E. However, MLLMs are primarily de-
signed to understand and generate text rather than compute
precise numerical similarities. While they excel at compar-
ing and reasoning about content qualitatively, they struggle
to produce reliable numerical similarity scores. Our exper-
iments reveal that MLLM-generated similarity scores ex-
hibit high variance and poor correlation with actual con-
textual similarity, as the model essentially samples from
its probability distribution rather than performing true sim-

ilarity computation. Therefore, we reformulate similarity
assessment as binary classification queries, returning yes
or no in our selection algorithm, which better aligns with
MLLMs’ natural language understanding capabilities. As
shown in Fig 10, our experiments reveal that MLLMs tend
to generate similarity scores that appear arbitrary or biased
by their training distribution, rather than computing true
similarities between the given elements, and their binary re-
sponses prove to be more reliable indicators.

6.2. Limitation of CLIP

The limitations of CLIP in analyzing contextual similari-
ties become evident when dealing with complex descrip-
tions and image content. As shown in Fig 11, while CLIP’s
text-to-text similarity scores reveal meaningful comparison,
they often fail to capture crucial contextual details like color
attributes. Additionally, CLIP’s text-to-image similarity
scores show limited discriminative power, consistently re-
maining below 0.3. These limitations underscore our de-
cision to adopt MLLMs as our primary mask selector, as
they demonstrate superior capability in understanding and
comparing detailed contextual content.

6.3. Ablation Study

We further evaluate the effectiveness of adopting both
MLLM and CLIP as mask selectors in RESAnything. Ta-
ble 6 compares the performance of RESAnything on Rea-
sonSeg test set with different mask selectors configurations.
Using CLIP as the sole mask selector results in poor perfor-
mance due to its previously mentioned limitations in un-
derstanding complex relationships and abstract concepts.
While MLLM demonstrates superior reasoning and contex-
tual similarity capabilities compared to CLIP, using MLLM
alone can lead to incomplete region selection, particularly
for expressions targeting multiple parts (e.g., sofa legs or
armrests). These results validate our design choice of incor-
porating both MLLM and CLIP as mask selectors to ensure
robust region selection.

Table 6. Ablation study on different mask selectors.

Method test

gIoU cIoU

CLIP only 42.5 38.4
LLM only 70.5 64.6
both 74.6 72.5



7. Prompts

7.1. Language Prompts in Attribute Prompting

As mentioned in the main paper, we use reference text
prompt Qref to generated reference text T ref for each refer
based on the input expression E. Given the input image I
and referring expression E, we prompt the MLLM using
following Qref to obtain reference text T ref:

For the region described as {E} in the image,
provide a single detailed sentence describing
an object or part of a object by including its
location, appearance (color, shape, location),
and distinctive characteristics including
relevant actions, state, or function. Focus on
features that would help uniquely identify this
specific region from others in the image. Be as
succinct as possible and in English only.

Similarly, given the mask cropped V m
i and bounding

box image V b
i as visual prompts of a segmentation proposal

mi we prompt the MLLM using following Qcan to obtain
candidate text T can:

You are presented with two complementary
views of the same region: 1) A cropped masked
view showing detailed visual properties; 2) A
full view with a bounding box showing location
and context. Generate a single detailed sentence
following these guidelines:

FOR COMPLETE OBJECTS:
- Combine visual details and spatial context
naturally;
- Visual properties (color, shape, texture,
size);
- Location in the scene;
- Relationships with surroundings;
- State or action if relevant;

FOR PARTIAL REGIONS:
Describe the part while providing clear context:
- Part identification and its visual properties;
- Its position within the larger object/scene;
- Relevant contextual details;
Important Rules: Start directly with the subject:
’A [description]...’ or ’The [description]...’;
Describe only what is visible in the non-black
regions for visual properties and the image with
green bounding box is for location and relation
analysis;
Never mention masks, boxes, or annotations;
Use confident language for clear identifications;
Use tentative language when inferring;
Create natural, flowing descriptions that

combine all information seamlessly;
Focus on creating cohesive descriptions that
feel natural and informative without drawing
attention to the source of the information.

We adjust the Qcan based on different visual prompts
for ablation study, e.g. mask cropped V m

i only: You are
presented with a cropped masked view showing
detailed visual properties; ...

Fig 12 shows examples of query (input expression) and
generated reference & candidate text.

7.2. Language Prompts in Grouping and Selection

We employ MLLM as one of the mask selectors in our
grouping and selection algorithm. Certainly, for text-to-text
decision dt2t, we use following Qt2t:

You are evaluating if the following candidate
text describes the input expression region: E.
Reference information provided for context if
the input expression text is not clear: T ref.
Here is the candidate text to evaluate: T can.
Evaluate if the candidate text refer to the
target by checking:
- Spatial location match;
- Visual characteristics match (color, shape,
size);
- Object/subject identity match;
- State/action consistency (if applicable).
Return ’yes’ or ’no’ ONLY: ’yes’ if most aspects
substantially match; ’no’ if some significant
aspect differs.

For text-to-image decision dt2i, we use following Qt2i:

You are evaluating if the following reference
text describes the non-black region of the
cropped mask image: T ref. The target is E for
context if the reference text is inaccurate. You
have two images for context: 1) A cropped mask
image showing a region in non-black color; 2)
An image with a green bounding box surrounding
the region showing the full scene and spatial
relationships. Evaluate if the reference text
describes the non-black region of the cropped
mask image by checking:
- Spatial location match (the location is
relative location, not absolute location);
- Visual characteristics match (color, shape,
size)
- Object/subject identity match (the masked
image could be only a part of the target);
- State/action consistency (if applicable).



Return ’yes’ or ’no’ ONLY: ’yes’ if most aspects
substantially match; ’no’ if some significant
aspect differs.

7.3. Visual Prompts Selection

We explore five visual prompts Vi in our method: (1) origi-
nal image, (2) mask-cropped image, (3) bounding box over-
laid on image, (4) mask contour overlaid on image and (5)
blur background overlaid on image. We choose the combi-
nation of mask-cropped image and bounding box overlaid
on image as the best visual prompts Vi to obtain candidate
text T can. Apart from quantitative results presented in the
ablation study, we further analyze the effectiveness and lim-
itation of different individual/combinations of these visual
prompts, as shown in Fig 13:
• mask cropped only: with mask cropped as the only vi-

sual prompt, MLLM is usually failed to infer the ac-
tion/relation of the region. Example in Fig 13 shows that
from mask cropped image, MLLM generates incorrect
description of the region regarding its location and action.

• blur only: similar to mask cropped only, using blurred
background as the sole visual prompt creates challenges
for MLLM in distinguishing boundaries between blurred
and clear regions, resulting in inaccurate location identi-
fication. Critical action-related details may also be ob-
scured by blurring, leading to incorrect classification of
object activities.

• original image with mask-cropped: while adding the orig-
inal image helps MLLM better understand location and
relationships, the lack of explicit region guidance causes
MLLM to be distracted by irrelevant regions outside the
mask cropped area.

• mask cropped with mask contour overlay: adding con-
tour helps MLLM focus on the target region’s boundaries,
but the choice of overlay color can inadvertently influence
MLLM’s perception of the region’s visual attributes. At-
tempts to show contours without color overlay (Fig 14)
often result in ambiguous or confusing visual prompts,
particularly for intricate shapes or overlapping regions if
the contour is a non-convex shape.

• bounding box with mask contour overlay: while both ele-
ments help localize the target region, their overlay colors
can affect MLLM’s understanding. Even when explicitly
prompted to focus on either the bounding box or contour
region, both colors influence MLLM’s perception of vi-
sual attributes, leading to inconsistent descriptions.

• bounding box with mask-cropped (RESAnything): This
combination achieves the best balance - the bounding box
provides spatial context and relationship guidance, while
the mask-cropped image offers detailed visual attributes
without color interference. By instructing MLLM to fo-
cus on the mask-cropped region while using the bounding
box for context, we avoid noise from overlay colors while

maintaining accurate spatial understanding.

8. ABO-Image-ARES Data Preparation

8.1. Image Data
Our dataset builds upon image data from ABO [13], a
dataset collected from worldwide Amazon.com product list-
ings, including their metadata, images, and 3D models.
ABO encompasses 147,702 product listings across 576
product types from various Amazon-owned stores and web-
sites (e.g., Amazon, PrimeNow, WholeFoods). Each list-
ing is uniquely identified by an item ID and contains struc-
tured metadata from its public webpage, including prod-
uct specifications such as type, material, color, and di-
mensions, along with associated media. The dataset con-
tains 398,212 high-resolution catalog images in total. How-
ever, to better highlight product properties, we excluded im-
ages from 11 categories: phone-related items (phone acces-
sories, cellular phone cases, cellular phones, phones, wire-
less locked phones), footwear (shoes, shoe inserts, techni-
cal sport shoes, boots, sandals), and picture frames. Most
images from these categories have no meaningful or in-
teresting groundable/referrable parts, as shown in Fig 15.
We also selected only the main image of each product, as
additional images often show material details or close-up
views. As results, ABO-Image-ARES contains 2,482 high-
resolution catalog images spanning 565 product types.

8.2. Referring Expression Generation
The referring expressions in ABO-Image-ARES were
derived from product metadata, specifically the bulletpoint
descriptions that accompany each product listing in ABO.
These bulletpoints typically contain detailed information
about product features, materials, and functionalities. We
processed these descriptions through MLLM, instructing it
to generate 2-3 referring expressions per product. Prompt
for instruction is following:

Here is an image of a product. These are
the product descriptions for it: {bulletpoints}.
Please analyze the descriptions and list 2-3
most important features or functionality. Return
key words only without any starting or ending
statements. Do not include dimension or assembly
information. Each feature should be informative.
If you cannot extract any relevant product
features from both the image and description,
return ’N/A’.

To ensure quality and visual grounding, we manually
filtered out expressions that is ’N/A’ and could not be
reliably mapped to specific regions in the product images.
We also manually reviewed all generated expressions to



ensure the dataset’s quality. All manual processing was
completed by 4 evaluators. Each evaluator was required
to review all the image-expression pairs and judge each
expression as either "good" or "bad." To quantify inter-
annotator agreement, we employed Fleiss’ Kappa [19],
which is suitable for measuring agreement among multiple
raters beyond what would be expected by chance. For
expressions with low agreement among evaluators (such
as 2-2 splits), we either modified the expression manually
or removed it from the dataset entirely. The final dataset
consists only of expressions that received strong majority
approval (3-1 or 4-0 votes) and demonstrated clear visual
grounding in the product images. This rigorous curation
process yielded 2,989 referring expressions, each target-
ing part-level regions and describing specific materials,
features, functionalities, or packaging elements.

8.3. Mask Annotation
Our annotation process leverages SAM [25] to achieve ef-
ficient and accurate region segmentation. The annotation
workflow consists of two stages: automatic segmentation
and manual refinement. In the first stage, we utilize SAM’s
automatic mode to generate a comprehensive set of candi-
date segmentation masks for each image. GT regions that
correspond to our referring expressions are then selected
from these candidates. For regions that SAM failed to iden-
tify automatically, we proceed to the second stage where
we manually annotate them using SAM’s interactive mode
with point supervision. This semi-automated approach sig-
nificantly streamlines the annotation process while ensuring
precise region segmentation for our dataset.

Similar to the evaluation of expressions, we also con-
ducted quality assessment for the segmentation annotations.
The same panel of 4 evaluators reviewed each segmented
region and classified them as either "good" or "bad" based
on their accuracy and alignment with the corresponding ex-
pressions. We applied Fleiss’ Kappa [19] to measure inter-
annotator agreement for these segmentation evaluations as
well. Regions with low agreement scores were flagged
for re-annotation using more precise point supervision in
SAM’s interactive mode. Only segmentations that received
strong majority approval (3-1 or 4-0 votes) were retained
in the final dataset, ensuring that our ground truth regions
accurately represent the visual elements referenced in the
expressions.

9. Quantitative Results
To ensure statistical robustness and account for potential
variability in RESAnything’s performance, especially for
the components involving LLM generation (reference text,
candidate text, and similarity analysis), we conducted ex-
periments with our approach 8 separate times and report the
averaged results in both the main paper and supplementary

materials.

9.1. CLIP as RNN
We present quantitative results of CLIP as RNN, the cur-
rent SOTA zero-shot method, on both ReasonSeg and ABO-
Image-ARES in Table 7.

Table 7. Quantitative results of CLIP as RNN [52], with RESAny-
thing’s results shown in parentheses for comparison.

Dataset test

gIoU (ours) cIoU (ours)

ReasonSeg[26] 35.2 (74.6) 26.4 (72.5)
ABO-Image-ARES 24.4 (78.2) 15.7 (72.4)

9.2. Part-only RES benchmark
We further evaluate the performance of RESAnything and
competing methods on UniRES [56], which contains a sub-
set RefCOCOm for part-level RES. Table 8 shows the quan-
titative results on part-only RefCOCOm. Since the code for
UniRES [56] is not publicly available, we directly compare
performances using the mIoUs reported in their paper. Al-
though UniRES is claimed to be a zero-shot method, it is
pre-trained on their proposed MRES-32M dataset, which is
closed source. Our method significantly outperforms the
training-free zero-shot CaR, and generally outforms the su-
pervised UniRES and LISA, even though they were both
pre-trained on related tasks. GLaMM is the same and is
slightly ahead of ours, but this is attributable to its addi-
tional fine-tuning on their proposed GranD dataset.

Table 8. Quantitative results on RefCOCOm Part-only set.

Method val testA testB

supervised / pre-trained
UniRES [56] 19.6 16.4 25.2
LISA [26] 21.2 19.1 27.4
GLaMM [45] 30.0 27.2 31.8

training-free zero-shot
CaR [52] 10.9 10.6 10.9
RESAnything 27.6 26.5 25.8

9.3. Multi-object GRES benchmarks
Although RESAnything is not specifically designed for
multi-object RES task, it still effectively handles these
cases through the grouping and selection algorithm, demon-
strating the generalization on these tasks. Table 9 re-
ports qualitative comparison on a GRES benchmark, g-
RefCOCO [32]. Among the methods, only GRES is trained
on g-RefCOCO. RESAnything achieves comparable results
as LISA and GLaMM, while significantly outperforming
the training-free zero-shot method CaR.



Table 9. Results on gRefCOCO (cIoU).

Method val testA testB

pre-trained on vanilla RES tasks
LISA [26] 48.4 45.1 46.3
GLaMM [45] 46.2 46.7 47.2

supervised (trained on gRefCOCO)
GRES [32] 62.4 69.3 59.9

training-free zero-shot
CaR [52] 25.6 22.0 21.5
RESAnything 52.7 46.2 46.3

We conducted additional evaluations of our method
against competing methods on R-RefCOCO [61] and Re-
fZOM [22]. Images in both datasets are extracted from
the RefCOCO, with additional multi-object referring ex-
pressions. Table 10 shows the quantitative results on both
benchmarks. Both RefSegformer [61] and DMMI [22] are
fully supervised method trained on the training set of R-
RefCOCO and RefZOM separately. LISA and GLaMM
also pre-trained on image data from COCO, which serves
as the based of both benchmarks. Our method reasonaly
underperformed against supervised methods that were ex-
plicitly exposed to the training set, but still outperforms the
SOTA training-free zero-shot baseline.

Table 10. Results on R-RefCOCO and RefZOM(mIoU)

Method R-RefCOCO RefZOM

supervised (trained on training set)
RefSegformer [61] 68.8 -
DMMI [22] - 68.2

pre-trained
LISA [26] 71.1 45.0
GLaMM [45] 72.1 47.4

training-free zero-shot
CaR [52] 30.2 25.7
RESAnything 61.2 40.3

9.4. Runtime Comparison
As stated in the main paper, our method’s entire inference
process can run efficiently on a single NVIDIA 24GB 4090
GPU. For a fair comparison, we measured the execution
times of all competing methods on the same hardware. The
average per-image processing time was evaluated on the
ReasonSeg test set, with detailed results provided in Ta-
ble 11. While our main results in the main paper were
conducted using 8 V100 GPUs for running multiple exper-
iments in parallel during development, we optimized our
method’s runtime for comparison experiments. These opti-
mizations include: 1) utilizing the bfloat16 data format for
the LLM, which is not supported on V100; 2) enabling flash
attention for more efficient transformer operations; 3) im-
plementing batch generation for LLM outputs rather than

sequential processing of each reference and candidate text;
and 4) employing batch computation for CLIP similarity
scores.

Table 11. Runtime comparison.

Method Time/image (s)

CaR 5.3
LISA 7.0
GLaMM 8.6
RESAnything-Qwen 2-VL 12.1

10. Qualitative Results
Firstly, Fig 17 – 25 show qualitative results on RefCOCO
test A, test B, RefCOCOg val (G), val (U), test (U), Re-
fCOCO+ test A, test B, val set separately. These exam-
ples are randomly selected to provide an unbiased as-
sessment. RESAnything achieves comparable results to su-
pervised methods on vanilla referring segmentation tasks.
While our approach effectively handles many occlusion
cases, as shown in Fig 16, neither our method nor current
SOTA approaches can guarantee perfect part detection in
every inference. Some failure cases in these results demon-
strate challenges in combining parts or handling occlusions.
Detailed descriptions and analysis of these failure cases are
provided in the individual figure captions.

Secondly, additional qualitative results on Reason-
Seg [26] are shown in Figs. 26–28, including comparisons
with CLIP as RNN (CaR) [52], the current SOTA zero-shot
method. Compared to supervised methods, our Chain-of-
Thoughts attribute prompting enables clearer input expres-
sion identification and more precise segmentation results.
Detailed descriptions and failure cases are provided in the
captions.

Lastly, we present qualitative comparisons on ABO-
Image-ARES (Figs. 29–31) to demonstrate our method’s ef-
fectiveness on challenging expressions involving parts, ma-
terials, functionality, and package elements. See figure cap-
tions for detailed analysis.



image input 
expression 𝐸

reference text 𝑇!"#
(standard prompt)

reference text 𝑇!"#
(attribute prompt)

standard prompt:

For the region described as 𝐸	 in the
image, provide a single detailed sentence
describing an object or part of an object.

attribute prompt:
For the region described as 𝐸 in the image, provide a single detailed sentence
describing an object or part of an object by including its location, appearance
(color, shape, location), and distinctive characteristics including relevant actions
or state. Focus on features that would help uniquely identify this specific region
from others in the image.

person on left

The person on the left is a young man in a
crouched, athletic stance wearing a bright blue t-
shirt, black shorts, black knee-high socks, and a
distinctive red baseball cap, holding a white
frisbee in his hands as he prepares to throw or
catch it during what appears to be an Ultimate
Frisbee game on a grassy field.

right girl
The right girl is wearing a black top with the lower
part visible, extending from the midsection to the
bottom of the image, featuring a slight flare.

A player wearing a white jersey with the number
15, positioned near the goal net, with their back
to the camera and hair tied up in a bun, actively
engaged in the play as they appear to be moving
towards or interacting with the soccer ball on the
ground.

15

front pizza

far right dud

pillow over baby 
head

The person on the left is
wearing black socks.

The right girl is wearing a
striped hat.

The sock of the player
numbered 15 is black.

The front pizza has a charred
crust edge with visible burn
marks.

The far right man is holding a
drink in his right hand.

Pillow over baby head is a
portion of a soft pillow that
covers the top of the baby's
head.

The 'front pizza' is a large, round Neapolitan-style
pizza in the foreground of the image, featuring a
thin crust with charred edges, topped with a
vibrant red tomato sauce, scattered herbs, and
what appear to be olives, sitting on a white plate
with a fork beside it on a white paper napkin.

The far right region of the image shows a person
standing slightly apart from the group, wearing a
white shirt with a lanyard, dark pants, and
appearing to be observing the scene with their
hands at their sides, positioned near what looks
like an entryway or doorframe in the background.

The pillow over the baby's head is located at the
top of the image, partially covering the baby's
head and neck, with a soft, padded appearance
and gentle folds. It is white or light-colored,
providing comfort and support while the baby
drinks from the bottle.

Figure 9. Comparison of Text Generation With and Without Attribute Prompting: Our analysis demonstrates that when attribute prompting
is not used, MLLM fails to accurately identify and reason about input expression attributes. The contrast between standard prompting and
attribute-specific prompting highlights this significant limitation in attribute recognition.



prompt for rating:
For the given mask-cropped image and
texts (𝐸 and 𝑇!"#), rate their semantic
similarity. Provide two scores between
0-1, where 1 means perfect match.

input expression 𝐸:
guy on right

Reference text 𝑇!"#:
The figure on the right is a
person wearing a black hoodie
and light blue jeans, standing
with their back to the camera,
holding a skateboard in their
right hand while facing a grand,
ornate building with a domed
roof in the background.

(0.8, 0.8) / (0, 0) (0.9, 0.8) / (0, 0)

(0.8, 0.9) / (1, 1) (0.9, 0.8) / (0, 0)

input expression 𝐸:
blue car right

Reference text 𝑇!"#:
On the right side of the image, a
dark blue sedan is partially
visible, parked alongside the curb
in front of what appears to be a
restaurant or bar, with only its
rear quarter and taillight visible
in the frame.

(0.8, 0.9) / (0, 0) (0.9, 0.8) / (0, 1)

(0.9, 0.8) / (1, 1) (0.8, 0.8) / (1, 1)

input expression 𝐸:
black shorts

Reference text 𝑇!"#:
The black shorts are worn by the
player on the left, who is running
forward with his body leaning
slightly to his right, the shorts
appearing snug-fitting and
reaching to just above the knee,
contrasting sharply with his
black and white striped jersey
and white socks.

(0.9, 0.9) / (0, 0) (0.9, 0.9) / (1, 1)

(0.8, 0.9) / (0, 0) (0.9, 0.8) / (0, 1)

Figure 10. Analysis of MLLM’s Rating and Binary Response Performance: For each mask-cropped region, we compare two types of
outputs: numerical scores (score 1, score 2) and binary responses (dt2t, dt2i) (0=’no’, 1=’yes’). The results reveal that MLLM struggles
to generate meaningful similarity scores when comparing the input expression E and reference text T ref. The assigned scores (typically
around 0.8-0.9) appear arbitrary rather than reflecting accurate contextual similarities. In contrast, the model’s binary yes/no responses
prove more reliable for assessment purposes.



Reference text 𝑇!"#:
The figure on the right is a person wearing a black hoodie and light blue jeans, standing with their back to the camera,
holding a skateboard in their right hand while facing a grand, ornate building with a domed roof in the background.

Candidate text 𝑇!"#:
The gray ground region at the
bottom of the image with two
individual’s silhouette walking on
light-colored cobblestone pavement

0.234 / 0.241

Candidate text 𝑇!"#:
The man in the black hoodie and
jeans appears focused while walking
his skateboard through a grand,
open public square.

0.487 / 0.266

Candidate text 𝑇!"#:
The young woman, carrying a large
quilted courier bag over shoulder,
stands in the middle of a bustling
plaza, needing directions from the
man beside her.

0.543 / 0.223

Candidate text 𝑇!"#:
A large, ornate building stands
majestically in the background, its
grand facade featuring large
windows and classical architectural
details.

0.406 / 0.269
Reference text 𝑇!"#:
On the right side of the image, a dark blue sedan is partially visible, parked alongside the curb in front of what appears to be
a restaurant or bar, with only its rear quarter and taillight visible in the frame.

Candidate text 𝑇!"#:
The lower portions of the image
that showing what appear to be
bench legs with individual sitting on
it on grayish pavement.

Candidate text 𝑇!"#:
The unpainted section at the rear
door of the car appears to be made
of plastic, contrasting with the
smooth metallic surface of the rest
of the vehicle.

Candidate text 𝑇!"#:
A white rectangle region, possibly a
part of the wall on street beside a
restaurant, with black sign on it.

Candidate text 𝑇!"#:
The blue car is parked near a
restaurant on a cobblestone street,
reflecting the bustling street life
around it. In the foreground, a clear,
sleek metallic surface meticulously
mirrors the surrounding urban
environment.

0.476 / 0.217 0.577 / 0.264 0.413 / 0.213 0.668 / 0.243

Reference text 𝑇!"#:
The black shorts are worn by the player on the left, who is running forward with his body leaning slightly to his right, the
shorts appearing snug-fitting and reaching to just above the knee, contrasting sharply with his black and white striped
jersey and white socks.

Candidate text 𝑇!"#:
Silhouette of a central soccer player
in a vibrant red jersey dribbling the
ball across the lush green field, with
two players closely tracking his
movements on either side.

Candidate text 𝑇!"#:
The athlete, dressed in a black and
yellow uniform, is in motion on the
soccer field.

Candidate text 𝑇!"#:
A soccer player wearing a red jersey
with yellow accents and white
shorts with an emblem on the right
leg, appears to be in motion.

Candidate text 𝑇!"#:
The player in the maroon jersey and
white shorts with an embossed
design appears to be in mid-air
during a dynamic soccer match.

0.455 / 0.233 0.539 / 0.313 0.609 / 0.241 0.456 / 0.246

Figure 11. Analysis of CLIP’s Similarity Evaluation: For each mask-cropped region, we compare text-to-text (st2t) and text-to-image
(st2i) CLIP scores. Text-to-text scores prove more reliable, while text-to-image scores consistently remain below 0.3, showing limited
discriminative power. However, relying solely on text-to-text scores can be misleading, as demonstrated in the last row where a description
containing "white shorts" receives a higher score despite incorrectly matching the reference image showing "black shorts". This highlights
the limitation of text-to-text evaluation in capturing crucial contextual details.



query image reference text candidate text 
(selected as output) output

blue and blue umbrella

In the center-right portion of the
image, a large light blue umbrella
with a darker blue underside
stands out prominently, shading a
group of seated individuals and
contrasting with the surrounding
multicolored umbrellas

A large beach umbrella with a
two-toned blue canopy, featuring
a darker blue center panel and
lighter blue outer panels

green color vegetable
in between potato
and carrot

The green vegetable located
between the potato and carrots
is a large head of broccoli,
tightly clustered florets forming
a rounded, textured dome of
deep forest green color.

The vibrant head of broccoli with
deep forest green florets stands
prominently in the center of a
wooden tray, surrounded by an
assortment of vegetables, including
sweet potatoes and leafy greens.

a frosted sprinkled
cupcake , one out of
four to the right and
front of the others

The frosted sprinkled cupcake,
located one out of four to the
right and front of the others, is a
round, pink and white cupcake
with colorful sprinkles, sitting on
lower right corner of a black
plastic tray.

A colorful donut covered in
rainbow sprinkles, positioned in
the lower right corner of the
image, with a distinctive round
shape and hole in the center.

something that the
animals are tied to

The target in the image is a wooden
post, located centrally between two
donkeys, with a notable red frame
around its base. It is vertical,
weathered, with visible side
openings, and appears to be used for
tethering the animals.

A long, slender lance with a pointed
tip and a wooden post stands
prominently amidst a vibrant,
bustling scene, flanked by two
stately and ornately equipped
horses in front of a distinguished
building with blue walls and a
terracotta roof.

pink skirt

The pink skirt is worn by an older
woman standing on the right side of
the image, featuring a floral pattern
and falling just below the knee,
adding a pop of color to the
predominantly blue and white color
scheme of the wedding party
gathered on the cobblestone street.

An older woman wearing a beige
jacket over a floral-patterned pink
dress stands in the right of the image
against a black background, with
their hands clasped in front of them.

When someone is reading
a book or a magazine and
wants to take a break, they
may need a specific object
to mark their place. What
item in the picture is
commonly used for this
purpose?

The target region is a white
bookmark positioned between the
pages of a book on the right side of
the image, which stands out due to
its narrow, rectangular shape and its
placement marking a specific page.

A colorful bookmark lies on the
right side of a book titled "Weekend
Sewing”. It is a small rectangular
card featuring some patterns.

The target region in the image is
an elevated, circular platform with
railings situated at the top of the
tall, cylindrical tower, designed to
be a designated area where people
can walk and observe.

The metal grate at the top of the
tall chimney appears rusted and
slightly rounded, suggesting it has
been exposed to the elements for
an extended period.

The lights that are placed in
different directions are white,
cylindrical, and mounted on the
right end of a white metal rod,
featuring light to down.

A small, cylindrical, white plastic
component with multiple \u03cd
small holes along its length is
positioned at the right end of a
horizontal rod, holding a lamp in
place amidst a row of similar lamps
on a gallery display

the area where people
can walk

the lights that are placed
in different directions

the area that is first
impacted when a car is
moving forward and
crashes

The target region is the front of
the car, specifically the white
front bumper with black air vents
and the rounded headlight area,
located at the right of the image.

The front side of a white toy car,
featuring to be the front bumper
in light gray, providing protection
of the car.

Figure 12. Examples of query, reference, and candidate text. For each input expression query (column 1), RESAnything generates detailed
reference text describing the input expression’s attributes (column 3). Our grouping and selection algorithm identifies the most relevant
segmentation from candidates. Columns 4 and 5 show RESAnything’s output segmentation and its corresponding candidate text. Key
words of attributes in both texts are highlighted in red color.



image mask cropped bounding box contour

visual prompts used candidate text

mask cropped
A man in a bright blue shirt and red cap is positioned in
the centre of the image, possibly holding a camera,
with his left leg extended forward as he looks ahead
intently in a grassy park setting.

❌ incorrect location 
and action

image
+

mask cropped

Two players are playing frisbee game in a lush green
grass field with small white flowers scattered
throughout, one in a bright blue t-shirt, black shorts
and the another one in a white uniform and blue socks
is leaping with one leg extended high in the air.

❌ distracted by 
irrelevant regions

image
+

contour

On a grassy field dotted with small white flowers, two
players engage in a game of frisbee. One wears an
orange t-shirt with black shorts, while their opponent,
dressed in a white uniform and blue socks, leaps
gracefully with one leg extended skyward.

❌ distracted by 
irrelevant regions; 
❌ affected by the 
contour overlay color 

mask cropped
+

contour

bounding box
+

contour

A person in a bright orange t-shirt, black shorts, and an
orange baseball cap is shown in a crouched, athletic
stance, positioned in the left of the image.

❌ affected by the 
contour overlay color 

Positioned on the left side of the frame, an athlete
assumes a crouched stance, wearing a bright green t-
shirt paired with black shorts and topped with an
orange baseball cap.

❌ affected by both 
bounding box color and 
contour overlay color 

bounding box
+

mask cropped

A person in a bright blue t-shirt, black shorts, and a red
baseball cap is shown in a crouched, athletic stance,
positioned in the left of the image against a black
background.

✅ correct region, color 
and action

blur

blur

A person wearing a red hat and a blue t-shirt. The
person is in a crouched position on the grassy field in
the centre of the image, watching intently towards the
right side of the image, likely focusing on a soccer game
or activity.

❌ incorrect location 
and action

Figure 13. Comparison of different visual prompt combinations for attribute description generation. Top row shows the four basic visual
prompts: original image, mask-cropped region, bounding box overlay, contour overlay and blur background. Bottom rows demonstrate
how different combinations affect MLLM’s generated descriptions. Using mask-cropped or blur alone leads to incorrect location and action
inference, while combining with original image causes distraction from irrelevant regions. Contour-based approaches (with either mask-
cropped or bounding box) suffer from color overlay interference. Our chosen combination of bounding box and mask-cropped achieves
the most accurate descriptions by leveraging spatial context while avoiding color interference.



mask cropped contour (without overlay)

Two men are playing a lively game of ultimate
frisbee on a grassy field, with their guardian spirits
seemingly trying to inspire them to victory. One
man, clad in a blue shirt, black shorts, long socks,
and a red cap, is trying to catch an incoming white
frisbee. To his left, another player in a white shirt
and socks with black stripes is carrying out an
athletic maneuver, possibly to block the catch or
intercept the frisbee.

In the lush green field, a dynamic game of frisbee
unfolds. A man in a blue shirt and black shorts grips
the frisbee securely in his left hand, poised and alert.
His opponent, dressed in a white shirt and gray
shorts, is caught mid-kick, his right foot extending
towards the frisbee in an attempt to intercept.

A bearded man wearing a dark shirt plays a light
brown guitar while standing next to a fireplace
adorned with picture frames. In the living room,
several people sit comfortably, with one man in
glasses facing the guitarist, attentively listening to
the music. A television set is placed near the
fireplace, and a bowl of snacks is visible on the floor
next to one of the seated individuals.

A baseball player, wearing a blue and white uniform 
with the number 8 prominently displayed on the 
back, a wooden bat while a black-clad umpire 
observes attentively from behind, positioned to the 
right.

A person wearing dark loose jeans and brown shoes 
crosses their legs, with the top of one foot resting on 
the ankle of the other leg, while seated outdoors on 
gravel.

The woman in a blue tank top holds a plate with 
food as she converses with a man in casual attire 
near a green metal bench in a park, with an old brick 
building in the background.

Figure 14. When dealing with non-convex shapes, analyzing only the contour without considering the overlaid mask region can lead to
ambiguous visual interpretations. This ambiguity often results in generated text descriptions that contain misleading information, where
incorrectly identified objects are highlighted in red.



Figure 15. Images excluded from the ABO dataset typically lack meaningful or referrable parts. Row 1 shows phone related items that
primarily consist of phone cases displaying only the back view of phones. Row 2 features images solely showing product textures or
materials that fill the entire frame. Images from the footwear and picture frames categories in row 3 & 4 are commonly presented against
plain white backgrounds without distinct parts for grounding.



lady middle pink

second guy on right

catcher on left

girl in purple

back cowboy

the mom guy leg

third from front on right

dark brown horse

the boat in the foreground close 
to teh camera dont click the guy 

in the boat

black car only banana that 
is laying other way

in middle

middle horse hidden

middle bird

white horse cow in background

Figure 16. RESAnything can handle occlusion cases by grouping and selection cases. Results from RefCOCO.



GLaMM LISA RESAnything GTquery

person bottom left

glasses

gray jeans

area bottom right

right woman

red bike

red shirt

Figure 17. Qualitative results on RefCOCO test A (randomly selected). The ground truth annotations can be problematic - some queries
refer only to an object/region while the GT marks an entire person (row 2: “glasses"; row 4: “area bottom right", row 7: “red shirt"). Row
6 shows a failure case of RESAnything.



GLaMM LISA RESAnything GTquery

top right ice glass

right horse

crib

cop on right

middle bird

taxi

no big couch at bottom 
of screen

Figure 18. Qualitative results on RefCOCO test B (randomly selected). Despite being unsupervised, RESAnything achieves comparable
results to supervised methods, particularly excelling at crowded regions (row 2). However, it occasionally misses parts when needing to
combine multiple masks (row 3, 5).



GLaMM LISA RESAnything GTquery

bowl behind the others 
can only see part

psn boy

back of head of 
person at the 

bottom

ass

top broccolli

lady on right

very back tie on top

Figure 19. Qualitative results on RefCOCO val (randomly selected). RESAnything generates fine-grained segmentation of the input
expression (row 1, 4). As mentioned in Fig 18, it may miss parts when combining multiple masks (row 5).



GLaMM LISA RESAnything GTquery

a zebra running to the left 
in front of other zebras

a white truck with a 
worker standing on it , 
which is in front of the 
man who is directing 

traffic

a frosted sprinkled 
cupcake , one out of 
four to the right and 
front of the others

the backpack with the water 
bottle in a side pocket

a black duffle bag sits 
on the chair

the black chair near the 
glass of wine

middle set of skis

Figure 20. Qualitative results on RefCOCOg val (G) (randomly selected). RESAnything generalizes well on mask with hole (row 3, 5),
but may suffering from over-segmentation (row 1, 4) or no good candidate found (row 7).



GLaMM LISA RESAnything GTquery

a man skateboarding with 
grey pants and dark grey t 

- shirt on

empty table space at right 
of woman

a man with a black 
head wrap talking on a 

phone in a blue car

plant inside the home

a black duffle bag sits 
on the chair

small lamb in man ' s 
right hand

a perfectly sliced piece 
of sandwich sits in a 

wrapper

Figure 21. Qualitative results on RefCOCOg val (U) (randomly selected).



GLaMM LISA RESAnything GTquery

green color vegetable in 
between potato and carrot

the right half of a long 
sandwich with banana 

peppers and green spices on 
the side

a bottle of chardonnay

the wing of an airplane 
over a bus

traffic lights not above 
the bus

a teddy bear wearing a 
purple jacket stands 

next to a bear in a dress

Figure 22. Qualitative results on RefCOCOg test (U) (randomly selected).



GLaMM LISA RESAnything GTquery

batter covering logo

girl in dark blue and 
purple not bikini

person with blue jeans 
and black and white shirt

stretching boy

guy in button up shirt

man with dark shirt

male doing a 
skateboard trick

Figure 23. Qualitative results on RefCOCO+ test A (randomly selected).



GLaMM LISA RESAnything GTquery

truck by fence

animal facing ahead

the most visible 
suitcase of the three

pizzas folded over on the 
half plate on the side

dark blob of food above 
bubbles next to plate rim

cat on back

chair with bird

Figure 24. Qualitative results on RefCOCO+ test B (randomly selected).



GLaMM LISA RESAnything GTquery

person by glass

screen with mostly white

pink skirt

tall giraffe

blue and blue umbrella

person in white on 
bench

Figure 25. Qualitative results on RefCOCO+ val (randomly selected).



CaR LISA RESAnything GTquery

something indicating
the brand of this car

something that the
animals are tied to

Dogs are not typically allowed to
freely roam in public spaces, and
they usually need to be kept
under control when walking
indoors. What object in the
picture could be used to keep the
dog restrained in a hallway?

GLaMM

In order to take a clear
and stable photo or
video, what equipment
in the picture can be
used to hold the
camera steady?

the object that helps
to keep the neck
warm

Snails have a soft, fragile body
that requires hard materials to
protect them. What part in the
picture can accomplish this task?

the person who is
pushing the baby
carriage

When it comes to water
sports, people often use
various tools to glide on
the surface of the water.
What item in the picture
is designed specifically
for this purpose?

People can play beautiful
music by pressing the
keys on the piano
keyboard. What part of
the piano in the picture
can be used for playing?

the part of the vehicle
that can be opened

Figure 26. Qualitative results on ReasonSeg (Part 1). RESAnything outperforms others in correct localization (row 2, 3, 8, 9), refined
segmentation (row 1, 4, 5, 6, 7) and part-level understanding (row 9, 10).



CaR LISA RESAnything GTquery

the food with high
protein

the area for
passengers on
the airship

When someone is
reading a book or a
magazine and wants to
take a break, they may
need a specific object to
mark their place. What
item in the picture is
commonly used for this
purpose?

GLaMM

the area that is first
impacted when a car is
moving forward and
crashes

the damaged part of
the silk stockings

the area where people
can walk

the household appliance
used for heating food

MISS

Figure 27. Qualitative results on ReasonSeg (Part 2). “MISS" indicates that the method is failed to output a segmentation.



CaR LISA RESAnything GTquery

We cannot breathe underwater,
so diving requires additional
equipment to help people
breathe while underwater. What
in the picture can help human
accomplish this task?

Backpacks are commonly
used for carrying personal
belongings during outdoor
activities and travel. What
part of the backpack in the
picture can be used to store
smaller items or accessories?

In a formal event, such as a
gala or award ceremony, what
accessory in the picture can be
worn around the neck to add a
touch of elegance to a man's
suit?

GLaMM

In the picture, there is a
type of bird with a
distinctive feature on
the top of its head,
which usually indicates
its gender. What part in
the picture might have
this characteristic?

In a modern office, employees
often have meetings to discuss
work matters. What object in
the picture can be used as a
surface for employees to place
documents or devices during a
meeting?

the lights that are placed
in different directions

the container that is
being held by a person
and is about to pour
liquid

the musician

What object in this
picture is often used to
place coffee cup and
pastry while sitting?

Figure 28. Qualitative results on ReasonSeg (Part 3).



CaR LISA RESAnything GTquery

adjustable straps

GLaMM

MISS

MISS20 detergent packs

curved lever handle

adjustable height

scratching post

Figure 29. Qualitative results on ABO-Image-ARES (Part 1).



CaR LISA RESAnything GTquery

stair-climbing wheels

GLaMM

side handles

clasp closure

high resolution lens 

side strap

large center diamond

50LB

wooden oval

Figure 30. Qualitative results on ABO-Image-ARES (Part 2).



CaR LISA RESAnything GTquery

storage shelf

GLaMM

front load

wall-mounted sconce

served with tartar 
sauce

nailhead trim

convoluted foam layer

night light function

post backs

Figure 31. Qualitative results on ABO-Image-ARES (Part 3).
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